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Self-introduction

My Background & experience

• Embedded software engineer (RTOS)
• Linux controller development lead
• Development Group manager
• Development chief specialist

⁻ Embedded software, Hardware, FPGA, Web-based software

Introduction of my company & department

• Toshiba Energy Systems & Solutions
⁻ provides energy-related systems
⁻ renewable energy, power distribution and VPP
⁻ hydrogen, nuclear and thermal  

• Power Platform Development Department
⁻ Product development and supply to support power infrastructure 

worldwide
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Purpose of This Presentation

For whom
 People who are using and will use Linux for high 
reliable embedded products

How to be
 Join and be part of CIP

Approach
 What cases we have experienced and CIP 
effectiveness
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Product Introduction

Four major product groups based on target and cycle

RTOS
μITRON

100 ms & more 
control. It 
performs boiler 
control, 
monitoring 
throughout 
plant. 

DCS 
controller

3 to 10 ms 
control. It 
performs valve 
control, 
frequency 
detection and 
speed detection 
exclusively.  

Control module 
for turbine

Module for 
DI/DO/AI/AO 
and to control 
them. It is 
generally used 
for monitoring 
& control in 
power plant. 

I/O control 
module

0.5 to 3 ms 
control. It 
performs I/O of 
generator 
signals and 
conducts high-
speed control. 

Control module 
for generator<1>

<2>

<3>

<4>
RTOS or

FPGA
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Products are equipped with rigorous features for stable supply of electricity. 

Despite these constraints, we decided to apply Linux for more 
enhanced functionality and speedy developments

Product Introduction – Features

- Machine & transmission path are all redundant. 
- Triplex redundancy for important turbine 

control
- Continuous control realized by real-time 

switching

Realization of high 
availability with 
redundancy

Long-term supply & 
maintenance

Prompt response to 
abnormality & 
accountability

Secured & safe device

- Over 10 years of monitoring & control 
with the same product

- Continuous supply of hardware & 
software

- Response to revised/abolished hardware

- Log function to overcome two conflicting problems; 
analysis is allowed without affecting real-time 
control. 

- Differentiation between single failure and common 
cause failure

- Evidence-based report

- Evaluation and measures for vulnerability
- Patch application with maintaining reliability
- Application of the latest features such as 

whitelist
- Differentiation between failure and attack

1 2

3 4
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Product Introduction - history of our controllers

Products based on real-time OS & self-made 
μITRON

Before

After Linux-based controllers

CIP 4.4rt

Self-made OS

Closed self-reliance management:
Software, drivers and hardware 
are all internally prepared. Departure from closed self-reliance management

OSS utilization for other than core portions

Self-made RTOS μITRON
Linux rt

CIP rt Linux

1990〜 2000〜 2010〜 2020〜
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Why Linux?
• Various open protocol
• Easy to use hardware
• Utilization of stack from 3rd vendors
• Similar operation on PC

Overview of systems we have developed
• Development efficiency and speed improved by utilizing various OSS and 3rd

party vendor software; benefits and advantages provided

However, some issues have emerged 

Product Introduction – Application of Linux

Main
Control

Application

Communication Control Application

User Land ( Ex. Debian)

OPC-UA Modbus
TCP

Profibus
DP

Device
Net

Linux Kernel

IEC
61850

Foundation
Fieldbus

speedy value-added products  
launch
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Issues after Linux Application

Kernel correction cases

1. Problems in kernel/driver (all low-frequency)
a. Kernel panic with e1000 (network) driver
b. WDT error occurrence and revision of timer handler (as yet unproven*)
c. PCI I/F hang-up and addition of retry function (as yet unproven*)

* Measures were taken based on assumptions on the problems but their effectiveness has not been 
confirmed as the problems only occurred on site. 

2. Addition of new functions to old kernel
a. Addition of Precision Time Protocol (PTP) function
b. Peripheral function update to implement whitelist function
c. Addition of DMA function to improve UART performance 

3. Others
a. Application of security patches as necessary
b. Addition of logging & dump to analyze less frequent problems

Case 1

Case 2
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Issues after Linux Application

Oops & kernel panic with e1000 driver

What happened
• Sudden reboot with watch dog timer error

General description
• Kernel panic occurred during continuous energization on site. 
• e1000 driver was identified from a back-trace. 
• The incident occurred after 3 years of product shipment. 

Case 1
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Driver check
• Easily found a driver patch for the problem

Too much time elapsed after product 
shipment

• Is this patch simply applicable to the kernel 
being used for products without problem...?

Patch contents check
• The scale is smaller than expected and 
there is no problem!

This issue was fixed but what about other patches?

Issues after Linux Application
Source: 
https://bugs.launchpad.net/ubuntu/+source/li
nux/+bug/1009545
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Number Changelog Kernel
Version

Commit Information Changelog Description Bugs In formation Importance Applied in TOSMAP Reference

1 2.6.35.x

commit 9ed318d546a29d7a591dbe648fd1a2efe3be1180
Author: Tom Herbert <therbert@google.com>
Date:   Wed May 5 14:02:27 2010 +0000

    e1000e: save skb counts in TX to avoid cache misses

    In e1000_tx_map, precompute number of segements and bytecounts which
    are derived from fields in skb; these are stored in buffer_info.  When
    cleaning tx in e1000_clean_tx_irq use the values in the associated
    buffer_info for statistics counting, this eliminates cache misses
    on skb fields.

    Signed-off-by: Tom Herbert <therbert@google.com>
    Acked-by: Bruce Allan <bruce.w.allan@intel.com>
    Signed-off-by: Jeff Kirsher <jeffrey.t.kirsher@intel.com>
    Signed-off-by: David S. Miller <davem@davemloft.net>

-BUG: unable to handle kernel NULL pointer
dereference at 00000000000000d0; RIP:

0010:[<ffffffffa001a1ea>] [<ffffffffa001a1ea>]
e1000_clean_tx_irq+0xfa/0x3e0 [e1000]

Medium
YES

(1.0.2-tosmap-lx-1.7) https://bugs.launchpad.net/ubuntu/+source/linux/+bug/1009545

2 3.0.x

commit 9202d31661276bee9dd3e69e5a761c5062a9fc50
Author: Bruce Allan <bruce.w.allan@intel.com>
Date:   Fri Jul 29 05:52:56 2011 +0000

e1000e: workaround for packet drop on 82579 at 100Mbps

    commit 0ed013e28fe853244f4972cf18d8e2bd62eeb8fc upstream.

    The MAC can drop short packets when the PHY detects noise on the line at
    100Mbps due to a timing issue.  Workaround the issue by increasing the PLL
    counter so the PHY properly recognizes the synchronization pattern from the
    MAC.

    Signed-off-by: Bruce Allan <bruce.w.allan@intel.com>
    Tested-by: Jeff Pieper <jeffrey.e.pieper@intel.com>
    Signed-off-by: Jeff Kirsher <jeffrey.t.kirsher@intel.com>
    Cc: Leann Ogasawara <leann.ogasawara@canonical.com>
    Signed-off-by: Greg Kroah-Hartman <gregkh@suse.de>

-e1000e: workaround for packet drop on 82579LM
at 100Mbps

-Laggy network / dropped packets using Intel
82579V

Medium NO https://bugs.launchpad.net/ubuntu/+source/linux/+bug/870127

3 3.0.x

commit 5f8d170995eb8612b95fa73c63352a9b9be1ed5a
Author: Jeff Kirsher <jeffrey.t.kirsher@intel.com>
Date:   Fri Nov 18 14:25:00 2011 +0000

 e1000e: Avoid wrong check on TX hang

    commit 09357b00255c233705b1cf6d76a8d147340545b8 upstream.

    Based on the original patch submitted my Michael Wang
    <wangyun@linux.vnet.ibm.com>.
    Descriptors may not be write-back while checking TX hang with flag
    FLAG2_DMA_BURST on.
    So when we detect hang, we just flush the descriptor and detect
    again for once.

    -v2 change 1 to true and 0 to false and remove extra ()

    CC: Michael Wang <wangyun@linux.vnet.ibm.com>
    CC: Flavio Leitner <fbl@redhat.com>
    Acked-by: Jesse Brandeburg <jesse.brandeburg@intel.com>
    Tested-by: Aaron Brown <aaron.f.brown@intel.com>
    Signed-off-by: Jeff Kirsher <jeffrey.t.kirsher@intel.com>
    Signed-off-by: Greg Kroah-Hartman <gregkh@linuxfoundation.org>

-e1000e Detected Hardware Unit Hang:
NA (not avaiable) NO https://lists.debian.org/debian-kernel/2012/05/msg00830.html

4 3.1.x

commit 1d2101a712b3b7281a19ff6d7bfc16c2ce9d3998
Author: Bruce Allan <bruce.w.allan@intel.com>
Date:   Fri Jul 22 06:21:56 2011 +0000

e1000e: Spurious interrupts & dropped packets with 82577/8/9 in half-duplex

    On 82577/8/9 in half-duplex when a received packet is passed from the PHY
    to the MAC, if too many preamble octects are stripped from the packet
    before arriving at the MAC, it can be misintrepeted as an in-band message
    rather than an actual frame.  For example, if the frame contents resembled
    an interrupt request in-band message, it would trigger a false interrupt.
    In most cases, the packet is just dropped.

    By reducing the number of preamble octets stripped from the beginning of
    the frame when passing it from the PHY to the MAC, the MAC will interpret
    the frame properly.

    An additional uses of the magic PHY_REG(770, 16) have been updated with a
    define introduced with this patch.

    Signed-off-by: Bruce Allan <bruce.w.allan@intel.com>
    Tested-by: Jeff Pieper <jeffrey.e.pieper@intel.com>
    Signed-off-by: Jeff Kirsher <jeffrey.t.kirsher@intel.com>

-Laggy network / dropped packets using Intel
82579V

NA (not avaiable) NO https://bugzilla.redhat.com/show_bug.cgi?id=713315

Checked the update history of hardware drivers being used

Target hardware
• LAN driver : Approx. 450
• Super I/O* : Approx. 70
• I2C : Approx. 50

* WDT, LED and UART

Check method
• Step 1: Get all the change log of kernel (upstream).
• Step 2: Get all commit log from changelog related to drivers.
• Step 3: Filter BUG FIX from list of commit logs.
• Evaluation with the help of internal kernel experts

Fortunately there happened to be no item that pose 
problems but the checking required great effort. 

Issues after Linux Application

Evaluation of importance, 
impact on the products and 

applicability
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Addition of new functions to existing products

What happened
• Development conducted to add the following functions

• Precision Time Protocol (PTP) function
• Whitelist function for security 
• DMA function to improve UART performance

• Hard to support these functions in our existing products

General description
• Backports were no more necessary because development of applying to CIP 

had just started. 
• However this kind of additions might be happened in the future. 
• On such an occasion, we are willing to utilize CIP and also contribute to CIP. 

CIP will motivate us to perform backporting for useful 
functions to be added in the future. 

Issues after Linux Application
Case 2
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CIP Utilization and Contribution to CIP

CIP utilization
From Case 1

• Driver bug fix patch to be utilized 
• Kernel processing patch to be utilized

From Case 2
• Motivation to backport new function leading to long-term maintenance
• Cooperation and consultation for backports of new functions possibly

Contribution to CIP
• Backport functions to be shared with CIP
• Information of requests and issues in using products to be shared with CIP
• Merging kernels and drivers that we have corrected into the mainline
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Todayʼs presentation

• Embedded-Linux-applied our products

• Issues after Linux application that we experienced 

• Utilization of and contribution to CIP

Hope CIP members be increased & long-term 
maintenance be shared by everyone in CIP

Summary
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Thank you


